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Motivation and Related Works

 Hypothesis:

Adults have a stronger preference than children for goal-based 

over belief-based explanations.
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User Study

 Set-up and Materials

Action: ‘I tell Jimmy to take 

dextrose when he is having 

a hypo.’ 

Explanation 1: ‘Jimmy does 

not yet know how to correct 

his blood-sugar when he has 

a hypo.’

Explanation 2: ‘I want to 

teach Jimmy how to 

successfully cope with 

hypos.’
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Results
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Adults have a significantly higher preference for goal-based action 

explanations (Median = 0.778) than children (Median = 0.667).

In one- sample Wilcoxon signed rank test 

for children:

med = 0.667,

95% CI = [0.667,0.778], 

p = .007

and for adults:

med = 0.778,

95% CI = [0.667,1.0],

p < .000).

In Mann-Whitney test 

the preference towards goal-based 

explanations, rather than belief- based 

explanations, was greater for adults

(med = 0.778) than for children

(med = 0.667),

U = 112.5, p = .042, r = .33.

Adults prefer goal-based explanations 

significantly more than children. 
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 Significant preference for goal-based explanations in 

both user groups

 Significant preference for goal-based explanations in 

adults more than their children

 Limitation of the generalisability of the results

 Future work includes replicating of this study with more 

divers scenarios, contexts, and users.  



Conclusion
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 Adults have a significantly higher preference for goal-based 

explanations than children.

 Children and adults perceived the self-explanations of 

intelligent agents differently. 

 This work is a necessary step towards providing 

personalised explanations in human-robot and human-agent 

interaction.
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Netherlands Organisation for Applied Scientific Research (TNO)

https://www.tno.nl/en/tno-insights/articles/charlie-the-ultimate-buddy-for-diabetic-children/

https://www.tno.nl/en/tno-insights/articles/charlie-the-ultimate-buddy-for-diabetic-children/
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